
On the Correlation of Symmetric Functions �Jin-Yi Cai yUniversity of Bu�alo Frederic GreenzClark University Thomas Thierauf xUniversit�at UlmAbstractThe correlation between two Boolean functions of n inputs is de�ned as the numberof times the functions agree minus the number of times they disagree, all divided by 2n.In this paper, we compute, in closed form, the correlation between any two symmetricBoolean functions. As a consequence of our main result, we get that every symmetricBoolean function having an odd period has an exponentially small correlation (in n)with the parity function. This improves a result of Smolensky [12] restricted to sym-metric Boolean functions: the correlation between parity and any circuit consisting ofa Modq gate over AND-gates of small fan-in, where q is odd and the function computedby the sum of the AND-gates is symmetric, is bounded by 2�
(n).In addition, we �nd that for a large class of symmetric functions the correlation withparity is identically zero for in�nitely many n. We characterize exactly those symmetricBoolean functions having this property.1 IntroductionAC(0) circuits cannot compute the parity function as shown in the seminal work of Furst,Saxe, and Sipser [5] and Ajtai [1]. In a breakthrough result, Yao [14] showed that in factAC(0) type circuits (i.e., bounded-depth circuits containing AND, OR and NOT gates)must have exponential size to compute parity. A simpler proof and nearly optimal lowerbounds were obtained by H�astad [7]. As originally pointed out in [5], these bounds imply theexistence of an oracle separating PH from PSPACE. In order to prove the separation relativeto a random oracle, Cai [4] showed that AC(0) type circuits below a certain exponential sizecannot even approximate parity, in that the error approaches 50% asymptotically. Babai[2] subsequently gave an elegant and much simpler proof. More speci�cally, it is shownthat AC(0) type circuits, below a certain exponential size, can agree with parity no morethan a fraction 1=2+ f(n) of the 2n inputs, where f(n) = 2�n
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gate over AC(0)-type circuits cannot compute parity, unless the circuits are of exponentialsize [6].If we allow, for example, Mod3 gates in addition in the AC(0) subcircuits, it was shownby Smolensky [12], extending techniques of Razbarov [10], that the fraction of agreementbetween parity and bounded-depth circuits containing AND, OR, NOT and Mod3 gates,below a certain exponential size, is no more than 1=2 + f(n), where f(n) = 1=n1=2�o(1).Thus, the bound for f(n) is weaker for this type of circuit. It is therefore natural to askif the 1=n1=2�o(1) bound can be tightened, as in the AC(0) case, to 2�n
(1) . To reduce theproblem to its simplest form, consider a circuit consisting of a Mod3 gate over AND gates ofsmall fan-in. Even in this case it is not known if the agreement with parity is exponentiallyclose to 1/2. (This is also su�cient, since the Razborov approximation is exponentiallyclose.) However, it is not clear whether Smolensky's techniques can be used to improve theknown bound below O(1=pn).The sum of the inputs going into a Modq gate can be interpreted as a polynomial inthe input variables. Thus the problem can be stated more precisely as follows: For anynatural number q de�ne the Boolean function Mq : N ! f0; 1g such that Mq(k) = 1if k 6� 0 (mod q) and 0 otherwise. For a polynomial p : f0; 1gn ! N, how well canMq(p(x1; : : : ; xn)) approximate parity?In this paper, we consider a restricted version of this problem, in which we assume thepolynomials p are symmetric. Thus the question we address is: for a symmetric polynomialp : f0; 1gn ! N of low degree, how well can Mq(p(x1; : : : ; xn)) approximate parity?In a recent paper, which was in part an inspiration for this one, Barrington, Beigel, andRudich [3] also considered the computational power of symmetric polynomials which repre-sent Boolean functions in this way. They give a surprising upper bound (and a matchinglower bound) for the degree of a symmetric polynomial p such thatMq(p(x1; : : : ; xn)) com-putes the OR function. Their results suggest the very interesting possibility that in generalModq gates might be more powerful when q is composite than when q is prime. In addition,for a general polynomial p (not necessarily symmetric), they prove the �rst lower boundson the degree of p for Mq(p) to compute the Mq0 function when q and q0 are compositeand there is a prime divisor of q0 that is not a divisor of q. Our problem is di�erent. Wewish to estimate the error rather than �nding exact agreement. For the latter reason, wedo not consider the OR function, since a constant polynomial would give almost completeagreement.As a measure of how well one Boolean function can approximate another we use thenotion of correlation. Let g1; g2 : f0; 1gn ! f0; 1g be two Boolean functions over theinputs fx1; : : : ; xng where xi 2 f0; 1g. The correlation Cn(g1; g2) between g1 and g2 isthe di�erence between the number of times g1 and g2 agree and the number of times theydisagree, divided by 2n. Since g1; g2 take on values in f0; 1g, this can be written as,Cn(g1; g2) = 2�n Xfx1;:::;xng2f0;1gn(�1)g1(x1;:::;xn)+g2(x1;:::;xn):In these terms, the result of Cai and H�astad says that if g is the Boolean functioncomputed by an AC(0) circuit, and � denotes the parity function, then Cn(g;�) = 2�n
(1) .Smolensky's result says that if q is an odd prime and if p denotes any polynomial of lowdegree (e.g., polylog(n)), then Cn(Mq(p);�) = 1=n1=2�o(1).2



Our main result is that if p is any low-degree symmetric polynomial, the correlationis indeed exponentially small. That is, if q is odd, and p is symmetric and of low degree(e.g., polylog(n) or even no(1)), then Cn(Mq(p);�) = 2�
(n) (see Corollary 3.4). Thisis actually a corollary of a general result, which gives a closed form expression for thecorrelation between any two symmetric Boolean functions. This result is given in Section 3(see Theorem 3.1). In Section 4, we show that for a wide class of symmetric polynomialsthe correlation with parity is exactly 0 for in�nitely many values of n. Our techniquesallow a detailed analysis of the correlation, so that we can characterize exactly all thosesymmetric Boolean functions having this property (Theorem 4.1). We demonstrate, forelementary symmetric polynomials, how the zeroes in the correlation as a function of n canbe computed when this property holds.2 PreliminariesA function g : f0; 1gn ! N over Boolean variables fx1; : : : ; xng is symmetric, if the functionvalue of g remains unchanged for any permutation of the input variables. As a consequence,any symmetric function depends only on the sum of its inputs. Hence, we can write it asg(x1; : : : ; xn) = f(Pnj=1 xj) for some function f : Z! Z which we say represents g. If g isa Boolean function, i.e., g : f0; 1gn ! f0; 1g, then we also require f to map to f0; 1g.The elementary symmetric polynomial ed(x1; : : : ; xn) or ed(x) of degree d over Booleanvariables fx1; : : : ; xng is the sum of all monomials of the formQj2S xi where S � f1; : : : ; ngand jjSjj = d. It is clear that if the number of variables that are 1 is k, then ed(x) = �kd�.Any symmetric Boolean function of degree d can be written as a linear combination of theelementary symmetric polynomials of degree � d.Let D 2 N, D > 0. We say f : Z ! Z is periodic with period D if f(k + D) = f(k),for any k 2 Z. Unless otherwise noted, when we refer to the period of a function, we meanthe smallest period. Of course any multiple of the period D is also a period, and it is nothard to see that any period must be a multiple of the smallest one. We say the symmetricBoolean function g : f0; 1gn ! f0; 1g is periodic with period D if D � n and there is afunction f that represents g such that f is periodic with period D. (Note that in fact sucha function f , if it exists, is uniquely determined.)For example, de�ne Mq : Z! f0; 1g asMq(k) = ( 1; if k 6� 0 (mod q)0; otherwise.In [3] it is noted that if p is a polynomial of degree d and the number of distinct primefactors of q is r, then the period of Mq(p(x1; : : : ; xn)) is D = �(dr).While a symmetric, periodic Boolean function g : f0; 1gn ! f0; 1g has a �nite domain,the function f representing g is de�ned on Z. Therefore, when we consider n as variablein later sections, we are referring to f instead of g. Note that in turn, f de�nes a sequenceof symmetric Boolean functions gm : f0; 1gm ! f0; 1g, for each m 2 N. Regarding thecorrelation, we will also write Cn(f; g0) for Cn(g; g0), where g0 is another Boolean function.3



3 General Symmetric FunctionsLet q1; q2 2 N and p1 and p2 be symmetric polynomials. We derive in this section a formulafor Cn(Mq1(p1);Mq2(p2)). In fact, we don't need any special properties of these functions.Our proof depends only on the periodicity of Mq1(p1) and Mq2(p2), and therefore, weconsider the correlation between any two symmetric Boolean functions in terms of theirperiods.Theorem 3.1. Let g1, g2 : f0; 1gn ! f0; 1g be symmetric Boolean functions representedby f1 and f2, respectively, and let D be a period of f1 + f2. Let � denote the Dth root ofunity e2�i=D and �j = 1 + ��j . ThenCn(g1; g2) = 12nD D�1Xk=0 (�1)f1(k)+f2(k) D�1Xj=0 �kj�nj :Proof. Since g1 and g2 are symmetric, the correlation between g1 and g2 becomesCn(g1; g2) = 2�n nXk=0(�1)f1(k)+f2(k) nk!:Since D is a period of f1+f2, we can partition this sum intoD sums, one for each remaindermodulo D, as follows. For k = 0; : : : ; D� 1 letrk(n) = Xj � k (mod D) nj!:Then we have Cn(g1; g2) = 2�n D�1Xk=0 (�1)f1(k)+f2(k)rk(n):The proof is completed by the following lemma, showing that each rk can be written asclaimed in the theorem. 2Lemma 3.2. rk(n) = 1D D�1Pj=0 �kj�nj , for k = 0; : : : ; D� 1.Proof. Using the recurrence relation for the binomial coe�cients, we haverk(n) = Xj � k (mod D)" n� 1j !+  n� 1j � 1!# = rk(n� 1) + rk�1(n� 1)for all k 2 f0; : : : ; D� 1g, where index k� 1 is taken modulo D. Let us de�ne vector r(n)as r(n) = 0BBBBBBB@ r0(n)r1(n)���rD�1(n)1CCCCCCCA :4



By the above recurrence relation, we can compute r(n) by multiplying r(n� 1) with someappropriately de�ned matrix M, r(n) = Mr(n� 1);where M is the D �D matrixM = 0BBBBBBBBBBB@ 1 0 0 0 � � � 0 11 1 0 0 � � � 0 00 1 1 0 � � � 0 00 0 1 1 � � � 0 0� �� �� �0 0 0 0 � � � 1 11CCCCCCCCCCCA :Hence, we get r(n) = Mnr(0), where the components of r(0) are r0(0) = 1 and rk(0) = 0for k = 1; : : : ; D� 1. It remains to compute the n-th power of the matrixM. The simplestway to do this is to diagonalize M. The eigenvalues of M are the �j , for j = 0; : : : ; D� 1,and an eigenvector corresponding to �j is( 1 ��j ��2j � � � ��(D�1)j )T :Since the eigenvectors are linearly independent, we actually can diagonalize M. Thediagonalizing matrix V is de�ned as having the D eigenvectors as its columns, (V)k;j =��kj , which is a Vandermonde matrix. The diagonal matrix � has the eigenvalues as itsdiagonal entries, the j-th diagonal entry of � being the eigenvalue for the eigenvector inthe j-th column of V, �j .It is easy to verify that 1pDV is unitary (i.e., VV� = V�V = D I, where V� denotesthe Hermitian conjugate of V and I is the identity matrix) using the fact thatD�1Xj=0 �kj = ( D; if k = 0,0; otherwise.Hence M = 1DV��V, and Mn = 1DV��nV. Therefore, we getr(n) = 1DV��nVr(0) = 1DV��nV0BBBBBBB@ 10���01CCCCCCCA = 1DV��n0BBBBBBB@ 11���11CCCCCCCA = 1DV�0BBBBBBBBB@ �n0�n1�n2����nD�11CCCCCCCCCA :From the de�nition of V, the lemma now follows immediately. 2The sum in Theorem 3.1 can also be written asCn(g1; g2) = 12nD D�1Xj=0 sj�nj ;5



where sj = D�1Xk=0 (�1)f1(k)+f2(k)�kj :Observe that the largest eigenvalue is �0 = 2, and that all other eigenvalues are smaller. Infact, when D > 1, the second largest eigenvalue �1 has norm j1 + �j = 2 cos(�=D). Thus,while the largest term in the above sum (when j = 0) is constant s0=D (i.e., independentof n, if D is constant), the second largest term (when j = 1) has norm js1jD cos(�=D)n whichis exponentially small compared with the �rst term (if D is a constant or a slowly growingfunction in n). Using 1� x2=2 as an upper bound for cosx, we getCorollary 3.3. Let g1, g2 : f0; 1gn ! f0; 1g be symmetric Boolean functions repre-sented by f1 and f2, respectively, and let D > 1 be a period of f1 + f2. Let s0 =PD�1k=0 (�1)f1(k)+f2(k). ThenjCn(g1; g2)� s0D j = O(cos(�=D)n) = O�(1� 12( �D )2)n� = 2�
(n):We can now easily prove the main corollary of this section, which states that the fractionof the time that any symmetric function with a small odd period can agree with parity isexponentially close to 1=2.Corollary 3.4. Let g : f0; 1gn ! f0; 1g be a symmetric Boolean function with odd pe-riod D. Let � denote the parity function. ThenjCn(g;�) j = 2�
(n):Proof. Let f represent g. Observe that M2 represents �. Since D is odd, the period off + M2 is 2D. Furthermore, we have (�1)f(k)+M2(k) = (�1)f(k)+k = �(�1)f(k+D)+k+D,and hence s0 = 2D�1Xk=0 (�1)f(k)+k = 0:Now, the claim follows from Corollary 3.3. 2Let us consider a sequence of symmetric functions gn : f0; 1gn ! f0; 1g having di�erent(odd) periods D(n). It follows from Corollary 3.4 that Cn(gn;�) is exponentially small inn as long as D(n) = O(n1=2��), for some � > 0.If we choose gn = Mq(pn), for odd q and some symmetric polynomial pn of de-gree d(n), then the period of gn is odd (see Theorem 4.7 below) and is bounded byO(d(n)logq). Therefore, when the degree d(n) is bounded by O(n 12 log q��), for some � > 0,then jCn(Mq(pn);�)j = 2�
(n).4 Zeroes in the Correlation With ParityIn the previous section, we have seen that the correlation of parity with any symmetricfunction of small, odd period must be exponentially small. Remarkably, we �nd that formany symmetric functions the correlation is identically zero for in�nitely many n, spaced6



at regular intervals if the period is constant. When a function has this property, we cancompute the zeroes (i.e., those values of n for which the correlation is zero). In this section,we �rst characterize which symmetric functions have this property. Then we turn ourattention to a special class of functions (the elementary symmetric polynomials modulo anodd number) to illustrate how to compute the zeroes.It is easy to see that the correlation of a constant function with parity is zero for all n.For any non-constant symmetric function, the following theorem characterizes almost all nfor which the correlation with parity is zero.Theorem 4.1. Let f : Z ! f0; 1g be a non-constant function with odd period D. Thereexists an integer n01 such that for any n > n0, the following conditions are equivalent.(a) Cn(f;�) = 0,(b) f(k) � n+ 1+ f(n� k) (mod 2), for k = 0; : : : ; D� 1.Proof. Let � denote the 2Dth root of unity e�i=D and �j = 1+��j . Then, by Theorem 3.1,2nCn(f;�) = 12D 2D�1Xj=0 2D�1Xk=0 (�1)f(k)+k �kj�nj= 1D D�1Xj=0 Re 2D�1Xk=0 (�1)f(k)+k �kj�nj! ;where the second equality holds because �2D�j = �j and �2D�j = �j , so that the secondhalf of the j-sum (D � j � 2D� 1) is the complex conjugate of the �rst half. Let us de�nesj = 2D�1Xk=0 (�1)f(k)+k �kj ;tj(n) = Re(sj�nj );for j = 0; : : : ; 2D� 1. Then we have2nCn(f;�) = 1D D�1Xj=0 tj(n):Note that if j is even, we have that sj = 0, and hence tj(n) = 0. This holds because�(k+D)j = �kj for even j, and (�1)k+D = �(�1)k. Note also that for any 0 � j � D � 1,we have tj(n) = t2D�j(n) and that tD(n) = 0 since �D = 0.The proof is completed by the following three lemmas. 2When Cn(f;�) = 0, there are potentially two reasons for this: either all the tj(n) arezero or several nonzero tj(n) cancel each other. Our �rst lemma states that the lattercannot happen for large enough n.1In fact, n0 depends only on D, and not on f . 7



Lemma 4.2. There exists an integer n0 such that for any n > n0,Cn(f;�) = 0 () tj(n) = 0; for all 0 � j � 2D� 1:Proof. Since tj(n) = t2D�j(n), it su�ces to argue for 0 � j � D�1. Suppose Cn(f;�) = 0.We can express tj(n) as2tj(n) = jsj j j2 cos( �j2D)jn cos(arg(sj)� �nj2D ): (1)Clearly, we have jtj(n)j � jsj j j2 cos( �j2D)jn. On the other hand, since the cosine isperiodic in n, for any j there exists a constant cj > 0 (i.e., cj does not depend on n) suchthat tj(n) 6= 0 =) jtj(n)j � cj j2 cos( �j2D)jn:Hence, each jtj(n)j is either zero or in a constant range of j2 cos( �j2D )jn. (Note that sjdoesn't depend on n.)Because j2 cos( �j2D)jn dominates j2 cos(�(j+1)2D )jn for large n and j < D, any tj(n) 6= 0dominates all the tj0(n) for j < j0 < D. Thus, if j0 is the least j such that tj(n) 6= 0, thenthe subsequent terms cannot cancel tj0(n), and hence, Cn(f;�) 6= 0. Therefore, tj(n) = 0for all 0 � j � D � 1. 2Using equation (1), we can characterize when a tj(n) is zero in terms of the sj . Sincej2 cos( �j2D)jn (and hence tj(n)) is zero for j = D, we have to exclude the case j = D in thenext lemma.Lemma 4.3. Let 0 � j � 2D � 1, j 6= D. Then tj(n) = 0 () sj = ��njsj .Proof. If sj = 0, then the lemma is trivial. Otherwise, for any j 6= D,tj(n) = 0 () cos(arg(sj)� �nj2D ) = 0() 9 l arg(sj)� �nj2D = �2 + l�() 9 l e2i arg(sj) = e2i (�nj2D +�2+l�)() jsj j ei arg(sj) = �jsj j e�iarg(sj)e�iD nj() sj = ��njsj : 2Lemma 4.4. The following conditions are equivalent.(i) sj = ��njsj , for j = 0; : : : ; 2D� 1, j 6= D,(ii) f(k) � n+ 1+ f(n� k) (mod 2), for k = 0; : : : ; D� 1.2Any complex number z 6= 0 can uniquely be written as z = jzj(cos'+i sin ') = jzjei', where 0 � ' � 2�.' is called the argument of z, ' = arg z. Hence Re(z) = jzj cos arg(z).8



Proof. Since (�1)f(k)+k ��kj has period 2D, we have��njsj = ��nj 2D�1Xk=0 (�1)f(k)+k ��kj= ��nj n+2D�1Xk=n (�1)f(k)+k ��kj= (�1)n+1 n+2D�1Xk=n (�1)f(k)+n�k �(n�k)j= 2D�1Xk0=0 (�1)n+1+f(n�k0)+k0 �k0j ;where the last equality was obtained by changing the summation variable to k0 = n � k.Now, if condition (ii) is true, then it is clear thatsj = 2D�1Xk=0 (�1)n+1+f(n�k)+k �kj ;which yields condition (i). (Note that condition (ii) is equivalent with f(k) � n+1+f(n�k)(mod 2), for all k.)Conversely, if condition (i) is true then, for any 0 � j � 2D � 1, j 6= D,2D�1Xk=0 (�1)f(k)+k �kj = 2D�1Xk=0 (�1)n+1+f(n�k)+k �kj : (2)Note that these sums are the Fourier transforms of the functions (�1)k+f(k) and(�1)k+n+1+f(n�k), respectively. Therefore, if equation (2) held for all j, i.e., includingj = D, then we could immediately conclude that the functions are equal. But it is notobvious that equation (2) holds for j = D when n is even. Nevertheless, we can performan inverse Fourier transform by using the relation2D�1Xj=0;j 6=D �(k�k0)j = ( 2D � 1 if k = k0(�1)k�k0+1 otherwise.Now multiply the left and right hand sides of equation (2) by ��k0j and sum over j from 0to 2D � 1, excluding j = D. This yields, for any 0 � k0 � D � 1,2D(�1)f(k0) � 2D�1Xk=0 (�1)f(k) = 2D(�1)n+1+f(n�k0) � 2D�1Xk=0 (�1)n+1+f(n�k):Note that the last sum in this equation is equal to (�1)n+1P2D�1k=0 (�1)f(k). Hence, we get(�1)f(k0) = (�1)n+1+f(n�k0) + 12D (1 + (�1)n) 2D�1Xk=0 (�1)f(k): (3)9



To show condition (ii), it su�ces to prove that the second term of the right hand side ofequation (3) is 0. This is certainly true when n is odd. Let n be even. Then equation (3)becomes (�1)f(k0) + (�1)f(n�k0) = 1D 2D�1Xk=0 (�1)f(k):Observe that the right hand side is independent of k0, and hence both sides are. The lefthand side can be �2 or 0. If it is �2, then f is constant, which contradicts the hypothesisof the theorem. Hence, the left hand side is 0 and we conclude that P2D�1k=0 (�1)f(k) = 0:Thus, the second term of the right hand side of equation (3) is indeed zero, and condition(ii) follows. (Observe that sD = P2D�1k=0 (�1)f(k)+k�kD = P2D�1k=0 (�1)f(k) = 0. Hence,condition (i) implies that in fact sj = ��njsj , for all 0 � j � 2D � 1.) 2Observe that in both conditions (i) and (ii) in the last lemma, we can equivalentlyreplace n by m, where m (0 � m < 2D) is the residue of n modulo 2D. Likewise, we canmake this replacement in Theorem 4.1(b). Therefore, to determine whether Cn(f;�) iszero for in�nitely many n, it is only necessary to �nd an m such that 0 � m � 2D� 1 andf(k) � m+ 1 + f(m� k) (mod 2); for k = 0; : : : ; D� 1: (4)Corollary 4.5. Let f : Z! f0; 1g be a non-constant function with odd period D. Thereis an m 2 f0; : : : ; 2D � 1g such that equation (4) holds i� Cn(f;�) = 0 for all (largeenough) n such that n � m (mod 2D).Next, we show that if there exists an m for which equation (4) holds, then it is unique.Thus, in fact, all zeros in the correlation of f with parity are at the points nl = m+ 2l D,for a �xed m, from a certain size of l on. Note that there may be additional zeroes forsmall values of n.Proposition 4.6. Let f : Z! f0; 1g be a function with odd period D. Then equation (4)holds for at most one m 2 f0; : : : ; 2D� 1g.Proof. Suppose there are m0; m1, where 0 � m0 < m1 < 2D, such that f(k) � mj + 1 +f(mj�k) (mod 2), for all k and j = 0; 1. It follows that f(m0�k) � m1�m0+f(m1�k)(mod 2), for all k. Let k0 = m0 � k. Thenf(k0) � m1 �m0 + f(k0 +m1 �m0) (mod 2)for any k0.Next, we argue thatm1�m0 must be even. Suppose m1�m0 is odd. Then f(k0) � 1+f(k0+m1�m0) (mod 2) for all k0. Hence, applying this a second time with the argumentk0+m1�m0 instead of k0, we get f(k0) � 1+1+ f(k0+2(m1�m0)) � f(k0+2(m1�m0))(mod 2), and therefore f(k0) = f(k0 + 2(m1 � m0)) for any k0 � 0. By our assumption2(m1�m0) > 0, and hence it is a period of f . Recall that any period of f must be a multipleof the smallest period D. Since D is odd, m1�m0 must be a multiple of D. Furthermore,since m1 � m0 < 2D, it follows that m1 � m0 = D. But then f(k0) � 1 + f(k0 + D)(mod 2), which contradicts the fact that D is the period of f .10



Since m1 � m0 is even, we have f(k0) = f(k0 + m1 � m0) for any k0 � 0. Supposem1�m0 > 0. Then it is a period of f and therefore a multiple ofD. Since D is odd, m1�m0is also a nonzero multiple of 2D. But this contradicts the fact that 0 < m1 � m0 < 2D.We conclude that m0 = m1. 2We now compute the zeroes in the correlation between parity and any elementarysymmetric polynomial modulo an odd number q. When q is prime it is easy to see, byLucas' theorem (see [13]), that the period of �kd� mod q is qb (in k), where b is the smallestinteger such that d < qb. The formula for the period of the binomial coe�cients modulo qwhen q is composite is more complicated and is given in the following theorem proved byS. Zabek [15].Theorem 4.7. [15] Let q = pa11 � � �parr , where the pj 's are the prime factors of q, d > 0,and bj = blogpj(d)c. Then the period of �kd� mod q is Qrj=1 paj+bjj .It su�ces to note here that when q is odd the period is a product of its prime factorsand is therefore odd. Note also that the period of �kd� mod q is a multiple of the period ofMq(ed), and hence, this period is odd too.It follows from Corollary 3.4 that for any d, Mq(ed(x)) has exponentially small correla-tion with parity. Furthermore, we haveTheorem 4.8. Let q be odd and D be the period of Mq(ed(x)). Then, for su�cientlylarge n, Cn(Mq(ed); �) = 0 i� n = lD + d � 1, where l is any integer such that l � d(mod 2).Proof. In order to apply Theorem 4.1, we need to derive an appropriate symmetryproperty of the binomial coe�cients. We use the following basic identity which holds forany integer k.  kd! =  d� 1� kd !(�1)d;and therefore Mq( kd!) = Mq( d� 1� kd !):De�ne m to be d� 1, if d is even and D+ d� 1, if d is odd, so that m is odd. (Recall thatD is odd.) Then we have for any integer kMq( kd!) � m+ 1 +Mq( m� kd !) (mod 2):Now, the claim follows from Theorem 4.1 and Proposition 4.6. 25 Conclusions and Open ProblemsWe have investigated the correlation between two symmetric Boolean functions. Our tech-nique is to use exponential sums to estimate this important quantity. For the class of11



symmetric functions, we are able to obtain closed form solutions for the sum. The moreinteresting result would be to give a similar estimate for any low degree polynomials mo-dulo an odd integer against the parity function, say. The use of exponential sums pointsto the possibility of applying more sophisticated techniques. There is a strong connectionbetween our sum and the (generalized) Gauss sum or Kloosterman sum (see, e.g., [8]) whichwe briey illustrate below.Consider a polynomial f(x1; : : : ; xn) with integer coe�cients and degree d on n booleanvariables. We consider the correlation between, e.g., this polynomial modulo 3 and theparity function �. Let ! be the third root of unity e2�i=3. ThenCn(f;�) = 2�n+1 Xfx1;:::;xng2f0;1gn !f(x1;:::;xn) + !�f(x1;:::;xn) + 13 (�1)Pnj=1 xj= 12n�23Re Xfx1;:::;xng2f0;1gn!f(x1;:::;xn)(�1)Pnj=1 xj :If we let � be a nontrivial character modulo 3, by rearranging �1; 1 for 1; 0, we haveCn(f;�) = 12n�23Re Xfx1;:::;xng2Fn3 !f(x1;:::;xn)�(x1) � � ��(xn);which is precisely the real part of a generalized Gauss sum.A lot of work has been done in order to estimate sums of this type, especially thoseresults connected with the theorems and conjectures of Weil and Deligne (see [11],[9] formore information). The sums encountered there are usually of the type where one has a�xed number of variables, and considers the sum as the base �eld is successively extendedto degree n. In contrast, we have the situation where the number of the variables n isgrowing but the �eld is �xed. It would be nice to be able to apply some of their techniqueshere. At the same time a solution to our problem without their machinery would also beof independent interest to number theory.AcknowledgementsWe wish to thank Noga Alon, Dave Barrington, Don Coppersmith, Nick Katz, Neal Koblitz,Laci Lovasz, Victor Miller, Andrew Odlyzko, Pete Winkler and Andrew Yao for discussions.References[1] M, Ajtai, �11-formulae on �nite structures, Annals of Pure and Applied Logic 24 (1983)1-48.[2] L. Babai, A random oracle separates PSPACE from the polynomial-time hierarchy,Information Processing Letters 26 (1987) 51-53.[3] D. M. Barrington, R. Beigel, and S. Rudich, Representing Boolean functions aspolynomials modulo composite numbers, Proceedings of the 24th ACM Symposium onTheory of Computing (1992) 455-461. 12



[4] J.-Y. Cai, With probability one, a random oracle separates PSPACE from thepolynomial-time hierarchy Journal of Computer and System Science 38 (1989) 68-85.[5] M. Furst, J. B. Saxe and M. Sipser, Parity, circuits and the polynomial-timehierarchy, Mathematical Systems Theory 17 (1984) 13-27.[6] F. Green, An oracle separating �P from PPPH, Information Processing Letters 37(1991) 149-153.[7] J. H�astad, Computational limitations of small-depth circuits, the MIT press, Cam-bridge, 1987.[8] K. Ireland and M. Rosen, A classical introduction to modern number theory, SecondEdition, Springer-Verlag, New York, 1990.[9] N. Katz, Sommes Exponentielles, Ast�erisque, 79, 1980.[10] A. A. Razborov, Lower bounds on the size of bounded depth networks over a com-plete basis with logical addition, Matematicheskie Zametki 41 (1987) 598-607. Englishtranslation in Mathematical Notes of the Academy of Sciences of the USSR 41 (1987)333-338.[11] W. M. Schmidt, Equations over �nite �elds: An elementary approach, Lecture Notesin Mathematics, vol. 536, Springer, New York, 1976.[12] R. Smolensky, Algebraic methods in the theory of lower bounds for Boolean circuitcomplexity, in Proceedings of the 19th Annual ACM Symposium on Theory of Compu-ting (1987) 77-82.[13] C. Smorynski, Logical Number Theory, Volume I, Springer-Verlag, 1991.[14] A.C. Yao, Separating the polynomial-time hierarchy by oracles, in Proceedings of the26th Annual IEEE Symposium on Foundations of Computer Science (1985) 1-10.[15] S. Zabek, Sur la p�eriodicit�e modulo m des suites de nombres �nk�, Ann. Univ. MariaeCurie-Sklodowska, A10 (1956) 37-47.
13


